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ABSTRACT
We study the emergence of cooperation in dynamic, anony-
mous social networks, such as in online communities. We
examine prisoner’s dilemma played under a social matching
protocol, where individuals form random links to partners
with whom they can interact. Cooperation results in mu-
tual benefits, whereas defection results in a high short-term
gain. Moreover, an agent that defects can escape reciprocity
by virtue of anonymity: it is always possible for an agent
to abandon his history and re-enter the network as a new
user. We find that cooperation is sustainable at equilibrium
in such a model. Indeed, cooperation allows an individual
to interact with an increasing number of other cooperators,
resulting in the formation of a type of social capital. This
process arises endogenously, without the need for potentially
harmful social enforcement rules. Additionally, for a rich
class of parameter settings, our model predicts a stable coex-
istence of cooperating and defecting agents at equilibrium.

Categories and Subject Descriptors
J.4 [Computer Applications]: Social and Behavioral Sci-
ences—Economics

General Terms
Networks, Interaction Models
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1. INTRODUCTION
In many important social, political, and economic situa-

tions, people face a choice between seeking immediate per-
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sonal gain at the expense of others or cooperating to a lesser
mutual benefit. In such a scenario, it seems at first glance
that an agent acting in his own best interest ought to choose
an uncooperative strategy. This intuition is amplified when
people can act under pseudonyms, such as over the Internet,
since an agent that develops a reputation for being uncoop-
erative can simply re-enter the system with a new name.
However, the continuing success of online interaction net-
works such as eBay (www.ebay.com) indicates that a group
of anonymous agents need not devolve into a steady state
of completely non-cooperative behaviour. We find that such
cooperation can be explained as an equilibrium of rational
behaviour in a simple network formation model.

We model the choice between mutual and personal gain by
the classic 2-player Prisoner’s Dilemma. In this game, each
player has the option of cooperation or defection. If both
players cooperate then they both receive modest payoffs, but
if one player defects then he will receive a higher utility while
the cooperator suffers a penalty. If both agents defect then
they both receive no payoff. It is not hard to see that each
player acting in his own self interest ought to defect – no
matter what the action of his opponent, a player maximizes
his payoff by defecting. In game-theoretic terms, we say
defecting is a dominant strategy and thus provides a strong
prediction of play in such games.

Examples abound, both in field observations and labora-
tory experiments, in which participants choose to cooperate
in the prisoner’s dilemma. A common explanation is that
reputations can influence behaviour: a history of defection
will follow an agent and be visible to potential partners, af-
fecting future payoffs. In practice, cooperation is encouraged
in online networks through the implementation of exogenous
reputation systems that assist in this flow of information.
For example, eBayallows buyers and sellers to make publicly-
visible comments about each other, question-and-answer site
AllExperts (www.allexperts.com) includes a ranking system
for experts, and gaming sites such as the Internet Go Server
(www.pandanet.co.jp/English/) keep records of game his-
tory that can be used to verify player skill level. In each
case, a deviating agent can expect repercussions in future
interactions. However, when agents can shed reputations
by virtue of changing names at no cost, these systems seem
insufficient by themselves to explain cooperative behaviour.

Early research into games on social networks attempted
to provide models supporting cooperation in the absence of
reputation mechanisms. When the partners in the game are
fixed over time and the game is repeated infinitely, a clas-
sic application of the Folk Theorem provides a vehicle for



cooperation (or any mutually beneficial payoff). Namely,
agents can use the threat of defection (“if you defect, I’ll
defect forever”) to sustain cooperation [17]. When agents
change partners over time, such threats are no longer sus-
tainable because a pair of agents may very well never meet
again. Instead, community enforcement procedures are used
to sustain cooperation [25, 29]. In these equilibria, if the
model supports public reputations, then the community can
always defect against an agent with a reputation of defec-
tion. These explanations for cooperation are unsatisfactory
in the domain of anonymous networks: threat of retaliation
is not a deterrant when an agent can re-enter the network
as a new user at any time.

An alternative explanation, for the case that agents are
anonymous and plays are not publicly observable, is that
the community can enforce cooperation by agreeing to defect
with all partners as soon as any defection is observed [12].
In this way, a deviating defector starts a defection contagion
and will thus eventually be punished for the initial defection.
Such a system is highly unstable, as the presence of even a
single defecting agent would preclude any hope of a cooper-
ative state. Since real-world examples generally feature at
least some degree of non-cooperation, it seems that this is
again insufficient to predict observed behaviour.

In the above models, partnerships are chosen exogenously,
be they fixed or random. More recent literature questions
the effect of allowing agents to choose partners to a certain
extent [9, 18, 26, 34]. We employ such an approach: agent
behaviour will influence network formation. Our model con-
sists of fully anonymous agents, who build social capital im-
plicitly in the form of a neighbourhood of partners. Unlike
other related work, our model sustains, in equilibrium, a het-
erogeneous society in which there are non-trivial fractions of
both cooperating and defecting agents. In many cases such
equilibria are stable, resilient to deviating play by a small
number of agents. Thus, the presence of (or an increase in)
non-cooperative play need not be detrimental to the long-
term success of the network.

1.1 The Model
In our model, there is a countable set of agents interact-

ing with each other on a directed network. The network is
dynamic, with agents entering and leaving over time. Nodes
are removed from the network at a fixed uniform rate, and
whenever an agent is removed it is replaced by a new agent.

Each agent sponsors a bounded number of connections
to other agents. Those relationships that an agent sponsers
are termed its outlinks; its relationships sponsered by others
are its inlinks. Each connection persists through time until
one of the partners dies or chooses to break it. When a
connection is broken, the agent who sponsored it randomly
re-matches with another agent at the next time period. On
each round, an agent plays a prisoner’s dilemma game with
each of his (incoming and outgoing) neighbours, choosing
the same strategy for each neighbour.

Our model abstracts an interaction network in which a
reputation system enables perfect information flow, but the
agents have anonymity through the use of pseudonyms. A
node is meant to represent an agent with a given pseudonym;
we assume that each agent uses only one pseudonym at
each timestep.1 Given the perfect information flow from
the reputation system, an agent that defects in some inter-

1This is without loss of generality under the condition that

actions would quickly be identified as untrustworthy, and
not interacted with by any other agents; at this point his
only recourse would be to re-enter the system with a new
pseudonym. This motivates our assumption, standard in the
study of non-cooperative games on social networks, that an
agent plays the same strategy in all interactions each round:
an agent who wishes to defect should defect in all interac-
tions, as he would likely lose all links regardless.

How will rational agents choose their strategies in this
model? We begin our analysis by making three simplifying
assumptions about agent behaviour. The first assumption is
that agents are unforgiving; agents sever relationships with
defectors in favor of new random partners (and always main-
tain relationships with cooperators). Note that breaking all
links to and from a node is equivalent to having that node
leave and re-enter the network; this corresponds to our in-
tuition about anonymous agents being able to start fresh
when discovered as non-cooperative. The second assump-
tion is that agents are consistent in their behavior: agents
commit to a strategy at birth and never change. The third
assumption is that agents are trusting of strangers: they
always accept proposed inlinks.

Under these assumptions, we show that our model sup-
ports cooperation in the society. Since relationships to de-
fectors are broken, an agent can only build up a network
of relationships by committing to cooperation. The rate at
which this happens is a (nonlinear) function of the fraction
of cooperators and defectors in the society. These inlinks
become a valuable asset, which can be thought of as the
social capital of the agent. If the expected lifetime of an
agent is sufficiently high, the promise of this asset may in-
duce selfish agents to commit to cooperation even though
the per-period-per-interaction payoff for cooperation is lower
than that of defection. When the expected lifetime utility
of defecting equals that of cooperating, the model supports
in equilibrium a heterogeneous society in which cooperators
and defectors co-exist. We also show that some of these equi-
libria are stable in that, should the fraction of cooperators
grow (or shrink) beyond the equilibrium mixture, then new-
born agents will prefer to defect (or cooperate) and thus self-
correct the composition. We emphasize that, unlike other
work, the presence of defectors in our model arises naturally
due to the strategic choices of defection and cooperation,
and is not an assumption in our model.

We now briefly describe ways in which our three assump-
tions (unforgiving, consistent, and trusting agents) can be
motivated or relaxed.2 First, if agents are consistent, then
it is equilibrium behavior for them to be unforgiving (since
defection in a partner indicates that no further cooperative
benefit can be gained from the interaction). Even if agents
are not assumed to be consistent, we feel that it is reason-
able to assume that they are unforgiving, as an agent would
likely not wish to interact further with a partner that prof-
ited at his expense. We next claim that consistent strategies
are a plausible and interesting subclass of strategies. They
are likely to arise in practice because they are simple to
implement, and they also give rise to an interesting inter-
pretation of society in which there are good and bad people

reputation systems (or other forms of information flow) can-
not be influenced by using multiple names, since an agent
would want to maximize utility for each pseudonym inde-
pendently.
2See Section 4 for a more detailed discussion.



in the world. However, we do not rely on such justifications
and interpretations for the restriction of our strategy space.
We prove that if agents are trusting, it is an equilibrium for
them to be consistent for a wide range of parameters (and
in fact, for many ranges of parameters, all equilibria involve
only consistent strategies). Finally, we prove that the social
norm of trusting strangers is in fact equilibrium behavior
for a wide range of parameters (e.g. when the marginal gain
from defection is sufficiently small), assuming that agents
are consistent. To summarize, we prove that, for a wide
range of parameters, it is sufficient to assume either that
agents are consistent or that agents are trustworthy. The
remaining two assumptions, and hence our characterization
of equilibria, then follow as equilibrium behaviour.

In summary, this paper introduces a model of networked
Prisoner’s Dilemma in a society of anonymous agents, such
as agents interacting over the Internet. In this context,
social capital is a vehicle to support cooperative behavior,
and thus equilibria with non-trivial fractions of cooperators.
This effect arises endogenously with no explicit mechanism
for reputation tracking or cooperation enforcement. The
equilibria we derive are stable in the sense that, if the pro-
portion of cooperators is perturbed, then new entrants have
strict preferences for cooperation or defection, bringing the
system back to equilibrium.

2. A SOCIAL MODEL OF COOPERATION
The object of study is a prisoner’s dilemma interaction

governed by the following payoff matrix.

C D
C 1,1 -b,1+a
D 1+a,-b 0,0

We take a, b > 0 and a − b < 1 so that, while mutual coop-
eration is the uniquely efficient outcome, defection is a dom-
inant strategy. Individuals are matched via a random net-
work formation process and play the stage game iteratively
with their partners. We explore the potential to sustain co-
operative behavior via the mechanism of thereby attracting
a greater number of partners, and hence higher total payoff.

2.1 The model fundamentals
There is a (finite or infinite) countable set of agents in-

teracting with each other in discrete time. Each agent alive
at time t survives to t + 1 (independently) with probabil-
ity δ ∈ [0, 1). Whenever an agent dies, it is replaced by a
newborn agent.

Each agent sponsors k connections to other agents (his
outlinks), for some k ≥ 1. The connections of an agent
that are sponsered by others are termed his inlinks. Each
connection persists until one of the partners dies or defects.3

When a connection is broken, the agent who sponsored it re-
matches with another agent, chosen uniformly at random,
at the next time period.4

3This assumption is relaxed in Section 4.
4The assumption that partners are chosen uniformly at ran-
dom leads to a very simple network structure. However, our
conclusions remain qualitatively unchanged if we extend the
network formation model to include additional rules, such as
preferential attachment and search via short random walk,
that result in graphs that more closely resemble real-world
social networks. See Section 6.

At birth, an agent chooses whether to be a cooperator or a
defector. The decision is made rationally so as to maximize
expected discounted lifetime payoffs from social interactions.
Moreover, the decision is taken with commitment: the agent
plays the same strategy in each game throughout its life.5

To summarize, each time period proceeds according to the
following order of events:

1. New agents are born.
2. Each agent attaches its free links to other agents.
3. The game is played and payoffs are realized.
4. Agents sever all links to partners who defected.
5. Death occurs.

2.2 Optimal behavior choices
Given the model as specified above, we now compute ex-

pected discounted utilities to the choices of cooperation and
defection. These utilities depend on the model’s parameters,
(a, b, δ), as well as the proportion of cooperative agents in
society, q, determined endogenously.

We begin by making a few simple observations. An agent
who defects loses all of its connections each period. Thus,
its optimization problem is identical at every date, provided
the system is at steady-state so that q is not changing. Sec-
ond, if an agent’s partner defects, then given the assumption
of strategies with commitment, it is rational to believe the
agent will continue to defect forever, and hence to sever the
link to him in exchange for a random partner.

The main task in computing utilities is to keep track of the
fraction of inlinks and outlinks between agents of different
behaviors. We associate an agent’s behavior with his type,
C or D. Define nOut

XY (s) as the expected fraction of outlinks
from an agent of type X at age s to agents of type Y , X, Y ∈
{C, D}. The fraction of links between cooperators can be
computed recursively according to

nOut
CC (s) = δnOut

CC (s − 1) + q(1 − δnOut
CC (s − 1)).

The first term retains the existing links with cooperators
who remain alive, while the second term takes all links from
the previous period that were broken (due to death or de-
fection) and re-wires them, getting a fraction q of new co-
operators. Setting nOut

CC (−1) = 0 and solving produces

nOut
CC (s) = q

(

1 − (δ(1 − q))s+1

1 − δ(1 − q)

)

.

The remaining links sponsored by a cooperator go to defec-
tors, so that nOut

CD (s) = 1 − nOut
CC (s). For defectors, as men-

tioned, the case is much simpler, and depends only on the
population frequency of cooperators. We have nOut

DC (s) = q
and nOut

DD (s) = 1 − q.
We next need to compute the expected fractions of an

agent’s inlinks from both types of nodes. To do so, we first
need to compute the distributions of outgoing links from
agents of different ages. First, notice that the probability
that a randomly selected node is age s is p(s) = (1 − δ)δs.
Then, the total per-agent mass of connections re-wired by
agents of each type at any given time are

rC =
∞

∑

s=0

qp(s)
(

1 − δnOut
CC (s − 1)

)

=
q(1 − δ2)

1 − δ2(1 − q)
,

rD =
∞

∑

s=0

(1 − q)p(s) = 1 − q.

5Again, this assumption is relaxed in Section 4.



This can be seen as follows. The fraction of C (D) agents is
given by qp(s) ((1 − q)p(s)). The mass of links re-wired by
C agents of age s is 1− δnOut

CC (s− 1), and for D agents is 1.
We can now compute the expected fraction of inlinks. De-

fine nIn
XY (s) as the expected fraction of inlinks an agent of

type X at age s has from agents of type Y , X, Y ∈ {C, D}.
For CC links, we have the recursive relationship

nIn
CC(s) = δnIn

CC(s − 1) + rC .

Setting nIn
CC(−1) = 0 and solving produces

nIn
CC(s) = rC

1 − δs+1

1 − δ
.

The remaining calculations are straightforward since they
all involve defectors whose links are re-set every period. We
have nIn

CD(s) = nIn
DD(s) = rD and nIn

DC(s) = rC .
Finally, we can now define the expected lifetime utility

of choosing to be a perpetual cooperator or defector. For
convenience we scale these utilities by 1/k. First we compute
the expected payoff at a particular age s by summing the
payoffs over his expected set of connections. We have

πC(s) =
(

nOut
CC (s) + nIn

CC(s)
)

− b
(

nOut
CD (s) + nIn

CD(s)
)

,

πD(s) = (1 + a) ·
(

nOut
DC (s) + nIn

DC(s)
)

.

Expected normalized discounted lifetime utilities are then
simply uX = (1−δ)

∑

∞

s=0 δsπX(s), X ∈ {C, D}. Simplifying
the expressions delivers

uC =
2q − b(1 − q)(2 − δ2(2 − q))

1 − δ2(1 − q)
,

uD =
(1 + a)q(2 − δ2(2 − q))

1 − δ2(1 − q)
.

3. EQUILIBRIUM CHARACTERIZATION
Each agent chooses at birth C or D so as to maximize his

expected discounted utility. In order to characterize opti-
mal choices we are interested in comparing uC and uD as a
function of q under various parameterizations of the model.
It will be convenient to define ∆(q; a, b, δ) = uD − uC .

Notice that q = 0 is always stable, in the sense that
∆(0; a, b, δ) > 0. That is, if there are sufficiently few cooper-
ators, then it cannot be optimal to commit to cooperation.
On the other hand, if q = 1, then we will see that coopera-
tion is sustained in certain settings, e.g., if the expected life-
time is sufficiently large and the gain from defecting against
a cooperater is sufficiently small, then the long-term value
from accumulated cooperater links is out-weighed by the
short-term gain from defection.

We are interested in characterizing the mixtures of cooper-
ate and defect types that can be sustained in a stable steady
state of the system. A steady state is stable if the system
always returns to it after small disturbances. In general,
the stable states of the system (generically) fall into three
categories. First, it is possible that ∆(q; a, b, δ) > 0 for all
q, in which case all-defection is the unique stable state. For
any a, b, this will be the case for sufficiently small δ. Sec-
ond, it may be the case that there is a unique q∗ for which
∆(q; a, b, δ) = 0, above which ∆(q; a, b, δ) < 0. In this case,
all-defection (q = 0) and all-cooperation (q = 1) are the two
stable states, and q∗ is an unstable steady state. Finally, it
may be the case that ∆(q; a, b, δ) < 0 for an interior region

(a) (b)

(c)

Figure 1: Utility curves corresponding to different pat-

terns of equilibrium occurance. (a) Only the all-defection

state is an equilibrium. (b) The all-cooperate and all-

defect states are at equilibrium, and there is an unstable

equilibrium for some q ∈ (0, 1). (c) The all-defect state

is an equilibrium, as well as two interior equilibria: the

rightmost stable, the leftmost unstable.

of q ∈ (q, q), and positive otherwise. In this case q is a stable
state that involves the co-existence of cooperators and de-
fectors (and q is an unstable steady state). See Figure 1 for
an illustration of utility curves uC and uD corresponding to
each of these scenarios. The following result characterizes
these possibilities.

Proposition 1. The all-defection state (q = 0) is always
an equilibrium. The remaining equilibria are as follows:
If a > 1, then:

(i) if b < 2 and δ is sufficiently large, there exist two in-
terior equilibria: one stable and one unstable, with the
stable equilibrium occurring with more cooperators.

(ii) otherwise (b ≥ 2 or δ not large enough) there is only
the q = 0 equilibrium.

If a < 1, then:

(iii) if δ is sufficiently large then the q = 1 state is an equi-
librium, and there will exist an unstable internal equi-
librium.

(iv) if δ is sufficiently small then only the q = 0 state is an
equilibrium.

(v) if b < a(1+a), then there exists an intermediate range
of δ for which there are two interior equilibria: one
stable, and one unstable.

Proof. First, notice ∆(0; a, b, δ) = 2b > 0, so that q = 0
is always an equilibrium.

Second, ∆(1; a, b, δ) = 2a − δ2(1 + a), which is negative

whenever a < δ2

2−δ2 . Thus, when a < 1, q = 1 is an equilib-
rium for large enough δ, in which case there is an interior q at
which uC = uD. When a > 1, q = 1 is never an equilibrium.



Next, internal equilibria must satisfy the condition
∆(q; a, b, δ) = 0. Solving for δ produces

δ∗(q; a, b) =

√

2 (aq + b(1 − q))

(2 − q) ((1 + a)q + b(1 − q))
.

Clearly, given a, b > 0, δ∗(q; a, b) is bounded away from zero
for all q. Furthermore, taking derivatives we see that for any
a, b > 0 and q ∈ [0, 1], ∆(q; a, b, δ) is strictly decreasing in

δ. Hence, for sufficiently small δ (δ <
√

a
1+a

suffices), uD

dominates uC for all q, and the only equilibrium is q = 0.

It is easily seen that δ∗(0; a, b) = 1 and δ∗(1; a, b) =
√

2a
1+a

,

which is less than one if and only if a < 1. Also,

∂δ∗(q; a, b)

∂q
|q=0 =

b − 2

4b
,

∂δ∗(q; a, b)

∂q
|q=1 =

a(1 + a) − b

(1 + a)2
√

2a
1+a

.

As is clear from the representation above, δ∗(q; a, b) has a
unique point of discontinuity, and it is strictly greater than
one. Thus, δ∗(q; a, b) is continuous on the unit interval. It
is also continuously differentiable on the same interval. We
now show the following

Claim: δ∗(q; a, b) has at most one local optimum in the
interval [0,1].

Notice that because δ∗(q; a, b) is continuously differen-
tiable, the claim implies that it is either monotonic on [0,1]
(in the case of having no optima), or it is ”single-peaked” on
[0,1] (in the case of one optimum).

Proof of claim: Because δ∗(q) is bounded away from
zero, its derivative has the same zeros as the derivative of

(δ∗(q))2. Setting ∂(δ∗(q))2

∂q
= 0 produces a quadratic in q.

Call the solutions q+ and q−. We must show that at most
one solution falls inside the unit interval.

If a = b then it is easy to see that q+ = q− = 1 − b/2.

If a = b + 1 then q− = −b −
√

b(b + 2)/2 < 0.

Otherwise, q = −b
a−b

±
√

(1+a−b)(2a−b)b

(1+a−b)(a−b)
. Call this Q1 ±Q2.

If Q2 is not real, we are done, so assume it is. If a − b > 0
then Q1 < 0, so at least one of the solutions is less than zero.
On the other hand, if a − b < 0 then q1 > 1 so at least one
of the solutions is greater than one. This proves the claim.

An interior equilibrium occurs when there exist δ̄ < 1 and
0 < q < q < 1 such that δ∗(q; a, b) = δ∗(q; a, b) = δ̄. This is
so because such a situation guarantees that ∆(q; a, b, δ) = 0
for two different values of q at the same value of δ.

From the expressions above, this is the case, for some δ,
provided that b < 2 and b < a(1 + a). First consider a > 1.
The condition for interior equilibrium existence reduces to
requiring b < 2. Such an equilibrium exists for all sufficiently
large δ because δ∗(1; a, b) > 1. This proves parts (i) and (ii).

Next consider a < 1. Since a(1 + a) < 2, an interior equi-
librium exists for some δ whenever b < a(1 + a). However,
now it is the case that δ∗(1; a, b) < 1, which implies that an
interior equilibrium does not exist for δ > δ∗(1; a, b). For
δ > δ∗(1; a, b), there is an unstable interior equilibrium, and
q = 1 is a stable equilibrium.

Each of the above conditions occurs for reasonable ranges
of parameters; see Figure 1 for some typical examples.

Let us now provide some intuition behind the results of
Proposition 1. Observe that defectors and cooperators gain

utility in very different ways. A defector gains utility directly
by interacting with cooperators and exploiting them. Their
links do not persist from one turn to the next. Thus the
per-period utility of a defector is (practically) proportional
to the fraction of cooperators in the system. Parameter a
dictates the rate at which utility increases with cooperators.

By contrast, a cooperator gains utility by building a net-
work of relationships from which he can extract utility over
his lifetime. Given sufficient time, the neighborhood of a
cooperator limits to a critical size, at which point the rate
of decay of existing friends matches the rate of finding other
cooperators. A major factor in the payoff of a cooperator
is the amount of time necessary to approach this critical
neighborhood size, relative to the expected lifespan. This
quantity is influenced by the number of cooperators in the
system, but this influence suffers diminishing returns: when
there are few cooperators present, a small increase will have
large effects on the number of cooperators expected to meet
each other; when there are many cooperators, they will all
likely reach their critical neighborhood sizes, and thus the
addition of more cooperators has little effect.

The utility of a cooperator will also be affected by the
losses he incurs from interacting with defectors. This is a
linear effect, proportional to the number of defectors in the
system, similar to the total utility gained by a defector. Pa-
rameter b determines the rate at which utility decreases with
the number of defectors.

When a > 1, the expected utility of a single defector in
an otherwise all-cooperator environment will be greater than
the expected utility of a cooperator who has a full neighbor-
hood of other cooperators. That is, a q = 1 equilibrium
cannot exist for any δ. Starting from the q = 1 state, defec-
tors begin to enter the system. As more defectors enter, the
expected utility of each defector decreases linearly. How is
the utility of the cooperators affected?

First, if b is very large, the presence of more defectors
degrades the utility of the cooperators heavily, due to losses
that occur when interacting with defectors. If b is large
enough, this degradation will be so severe that defecting will
always be the superior strategy, and the only equilibrium of
the system will be at q = 0.

Second, if the expected lifetime is sufficiently small, the
presence of more defectors will make it noticeably less likely
that cooperators will form full neighborhoods of other coop-
erators within their lifetimes, again degrading their utility
and destroying the q = 1 equilibrium. If δ is small enough,
the payoff due to forming a (partial) neighborhood will never
overtake the utility of defecting, and again the only equilib-
rium of the system will be the q = 0 state.

Third, if b is small and δ is sufficiently large, then an in-
crease in the number of defectors will have a small effect on
the expected welfare of a cooperator. Thus, as more defec-
tors enter the system, the gap in welfare between defectors
and cooperators will close, until at some interior point they
become equal. This is precisely the stable interior equilib-
rium described in the first half of the proposition.

When a < 1, the expected utility of a single defector in
an otherwise all-cooperator utopia will be less than the ex-
pected utility of a cooperator who has a full neighborhood
of other cooperators. That is, an all-cooperate equilibrium
exists provided δ is sufficiently large. In such a case, there
must also be an unstable internal equilibrium (since both
the q = 0 and q = 1 states are stable, there must be some



interior state where utilities are equal).
If δ is very small, then cooperators will not expect to find

each other during their lifetimes. In such a setting, it will
always be better to defect than to cooperate, and only the
q = 0 state will be stable.

In reference to the last case of the proposition, consider
a range of δ for which cooperators are not guaranteed to
fully reach their critical neighborhood levels, but will come
close. It may then be the case that a defector gains more
utility than a cooperator in the q = 1 state. However, if the
losses incurred due to exploitation are not too large, and if δ
is large enough that cooperators expect to find many other
cooperators over their lifetimes (though not as many as they
could hope for), then an increase in the number of defectors
will have more effect on the defectors’ utilities than on the
cooperators’ utilities. In this case, starting from q = 1 and
adding defectors to the system, one reaches a state where
the utilities of the defectors and the cooperators are equal.

In summary, stable interior equilibria occur whenever

(a) defecting is preferable to cooperating in a world where
all agents cooperate, and

(b) when defectors enter a mostly-cooperator system the
rate of decay of defector utility is greater than the rate
of decay of cooperator utility.

Condition (b) generally requires that parameter b not be too
large, and that δ not be too small. Condition (a) requires
either that parameter a be large, or that δ not be too large.

4. EXTENSIONS
The equilibrium identified in Proposition 1 can be thought

of as arising under a very natural social norm, in the spirit
of Ghosh and Ray (1996). The social norm specifies how
to behave in one’s relationships as well as how to manage
one’s relationships. That is, under the prescription of ending
relationships upon observing a defection, the configurations
identified in Proposition 1 are optimal, and under the behav-
ior described by the proposition, ending relationships upon
observing a defection is rational.

4.1 Maintenance of relationships
We address first the norm that individuals sever a rela-

tionship upon observing a defection. Under the strategies
we consider, namely life-long cooperation and life-long de-
fection, the beliefs of an individual regarding the future play
of his partners are easy to describe. In fact, after a single in-
teraction, the individual can perfectly forecast his partners’
future play. Therefore, it is optimal to always maintain a
relationship after observing cooperation, and it is optimal to
sever a relationship after observing defection. We are pre-
cluding the possibility of deviations from these two strate-
gies, so there is no consideration of off-path beliefs. We now
turn to the consideration of enriching the strategy space.

4.2 More strategies
The main analysis was conducted under the assumption

that individuals have available to them only two strategies
at their birth. Optimality, then, requires taking rational ex-
pectations over the implied outcomes of these two actions,
and choosing appropriately. There is no consideration of
deviations; the choice is assumed to be made with commit-
ment. We now want to show that our analysis is robust to
allowing for fully general strategies.

First notice that for a defector, the decision problem at
every point in time is identical. This is so because, under the
norm regarding relationship maintenance, he loses all of his
connections at every period. Thus, if he decides today that
perpetual defection is better than perpetual cooperation, he
will reach the same conclusion tomorrow.

For a cooperator the situation is complicated by the fact
that his state (i.e. number of in-links and out-links) changes
over time. In expectation, a cooperator is at least as happy
with his choice, at birth, than he would be under the alterna-
tive plan of defection. But there may arise interim situations
in which a cooperator prefers to defect in a particular pe-
riod, after which his optimization problem is identical again
to the one at his birth.

We now introduce notation to describe the more general
set of behavioral strategies we have in mind, which are map-
pings from a node’s history into a current choice. The out-
come from any single relationship in a given time period is
hr

t ∈ {C, D}2. The fact that a defection by either part-
ner ends a relationship simplifies the set of strategies that
can be realized. In particular, every current relationship
must have a history of exclusively (C, C) outcomes. Let
hO

t = {hk
t }k∈KO

denote the outcome of each out-link re-
lationship at time t. Let KI

t denote the mass of in-links
at time t, and let hI

t = {hk
t }k∈KI

t

denote the outcome of

each in-link relationship at time t. Then the outcome at
time t is ht = hO

t ∪ hI
t , and the node’s history at time s is

hs = (h0, h1, . . . , ht). Denote the space of histories at time
s by Hs and the space of all histories by H = ∪s<∞Hs. A
strategy for a node specifies how to play at every history.
Define φ : H → [0, 1], with the interpretation that φ(h)
dictates the probability to play C at history h.

The next result provides a sufficient condition to guaran-
tee that cooperators never have a profitable deviation.

Proposition 2. Assume that

1 + b

1 − (1 − q)δ2
≥ 1 + a. (1)

Then the strategies from Proposition 1 constitute equilibria
under fully general strategies given the norm of severing re-
lationships with defectors.

Proof. We prove that Condition 1 guarantees that a co-
operator gains more than a defector from the accumulation
of (in- or out-) links with cooperators. Thus, at any point
in its life, a node that found it optimal to cooperate at birth
finds it strictly optimal to cooperate later on.

Take a node who has existing links with cooperators. De-
fine kI and kO to be the mass of in- and out-links, respec-
tively, that the node has to cooperators. We want to show
that the utility gain to a cooperator from being given kI and
kO is greater than the utility gain to a defector, relative to
the situation at birth, when kI = kO = 0.

The utility gains to a node are additively separable in
kI and kO, and so we analyze them separately. The util-
ity gain to a defector from kI in-links with cooperators is
∆uD(kI) = (1+a)kI , since the defector loses these links after
his first defection. For cooperators, the gain is ∆uC(kI) =

kI

1−δ2 . This is so because the cooperator gets extra utility
for each period of the life of the relationship. We have that
∆uC(kI) > ∆uD(kI) whenever 1

1−δ2 > 1 + a, which is nec-
essary to sustain cooperation in equilibrium anyway.

We turn now to out-links, where a fraction kO of the



nodes out-links are matched to cooperators, and the re-
maining out-links are matched to the population at ran-
dom. For defectors, ∆uD(kO) = (1 + a)(1 − q)kO. To
see this, note that the gain in out-links to cooperators is
kO+(1−kO)q−q = (1−q)kO, and this gain is realized for ex-

actly one period. For cooperators, ∆uC(kO) = (1+b)(1−q)kO

1−(1−q)δ2 .

To see this, notice that per interaction, a cooperator gains
1 + b from interacting with a cooperator rather than a de-
fector, and the node gains kO + (1− kO)q extra out-links to
cooperators. Finally, each of these relationships survives the
period with probability δ2 and when it ends is replaced by a
relationship with a defector with probability 1 − q. Setting
∆uC(kO) > ∆uD(kO) completes the proof.

The condition in Proposition 2 guarantees that, as a node
obtains more in-links and out-links with cooperators, the
gain from those relationships is higher to a cooperator than
to a defector. Thus, a node that found it optimal to cooper-
ate at birth necessarily finds it optimal to cooperate at any
point in its lifetime. Thus, under this condition, the situa-
tions outlined in our main result constitute equilibria of the
repeated game under fully general strategies.

Even when the condition is violated, the possibility for
profitable deviations come in a very limited form. First,
notice that the condition is always satisfied when b ≥ a.
Thus, the only possibility for profitable deviation occurs
when a − 1 < b < a. In that case, we require that δ be
sufficiently large in order to rule out profitable deviations.
Next, notice that incentive to defect is strongest when the
number of out-links to cooperators is high relative to the
number of in-links from cooperators. This is so because, in
order to want to defect, there must be some cooperators to
cheat. It is better to defect when those cooperators come
from out-links, since those are the ones that are easier to
replace over the remaining lifetime.

Recall that there is no scope for a profitable deviation
under our condition. When the condition is violated, a co-
operator has a profitable deviation when the ratio of his
out-links with cooperators to his in-links from cooperators
is sufficiently high. Define this ratio to be K = kO/kI .
We stress that under the expected conditions, such situa-
tions do not arise. In a model with a continuum of agents
and links, the expected frequencies obtain almost surely, and
the results from our main proposition hold. However, when
agents maintain only a finite number of links, cooperators
will reach a state that gives them a profitable deviation with
positive probability. This happens to a node, for instance,
whenever all the cooperators maintaining links to him die
simultaneously. In practice, these situations have significant
probability only very early in the life of a cooperator, before
it has had time to build a network of in-links.

Proposition 3. Assume that 1+b

1−(1−q)δ2 < 1 + a. Then a

cooperator has a profitable deviation if and only if

K

[

(1 + a) − 1 + b

1 − (1 − q)δ2

]

>
1

1 − δ2
− (1 + a).

Proof. If the right hand side is negative, then defec-
tion dominates cooperation, so assume otherwise. Then,
the right hand side is the extra gain that a cooperator re-
alizes from an in-link with a cooperator relative to the gain
a defector realizes. The term in brackets is the extra gain
a defector realizes from an out-link to a cooperator relative

to the gain a cooperator realizes, which is positive by as-
sumption. Then the result simply expresses that when the
ratio of out-links to in-links is high enough, the net gain to
defection is positive.

4.3 Accepting links
We next address the norm that each agent, whether co-

operator or defector, will choose to accept any relationship
initiated by another. This is certainly reasonable behaviour
from a defector, since defectors always obtain non-negative
utility from any relationship. For cooperators, however, the
rationality of this norm is far less clear. One might imagine
a scenario in which there are many defectors in the popula-
tion, and moreover a newly proposed link is likely to have
come from a defecting agent. In such a case, it may be that
a cooperator suffers an expected utility loss from accepting
an incoming link, and hence a rational agent should refuse
all relationship invitations. Of course, such decisions have a
severe impact on the network, as they prevent the formation
of any profitable relationships. With this in mind, we wish
to characterize the circumstances in which such a scenario
can occur at a stable equilibrium in our model.

Recall from Proposition 1 that we may have equilibria
at q = 0 and possibly q = 1, depending on our choice of
model parameters. However, the question of whether or not
to accept incoming links is not interesting in these cases, as
either there are no cooperators to deviate from the norm
(when q = 0), or the utility of accepting inlinks is trivially
positive (when q = 1). We therefore limit our attention to
internal stable equilibria.

Our first result is that, at any internal stable equilibrium
for which q is at least 2/3, each cooperator has positive
expected utility from accepting an incoming link. That is, if
at least 2/3 of the population is cooperating, then without
loss of generality one can assume that rational agents are
trusting and will enter into relationships proposed by others.

Proposition 4. Suppose that q ∈ (0, 1) is an interior
stable equilibrium. If q > 2

3
, a cooperator obtains positive

expected utility from accepting an in-link.

Proof. Fix a and b, and choose δ such that there exists
a stable equilibrium 0 < q < 1. The condition that ratio-
nalizes accepting in-links is that rC − b ∗ rD ≥ 0, which is
equivalent to b ≤ q

(1−q)(1−(1−q)δ2)
.

If q > 2
3
, then q

(1−q)(1−(1−q)δ2)
≥ q

1−q
≥ 2. Furthermore,

since we assume that a stable interior equilibrium exists,
Proposition 1 implies that b ≤ 2 (either directly, if a > 1,
or from the fact that b < a(1 + a) < 2 if a < 1). Thus
b ≤ q

(1−q)(1−(1−q)δ2)
as required.

Our next result is that, if a < 1, then any stable equilib-
rium satisfies the property that cooperators maximize their
expected utility by accepting incoming links. In other words,
if the relative gain of a defector is not too large, then ratio-
nal cooperators will choose to be trusting at equilibrium,
regardless of the number of defectors in the population.

Proposition 5. Suppose that a < 1 and that q ∈ (0, 1)
is a stable interior equilibrium. Then a cooperator obtains
positive expected utility from accepting an in-link.

Proof. Fix a and b and choose δ such that an internal
stable equilibrium q exists. As in Proposition 4, it suffices
to show that b ≤ q

(1−q)(1−(1−q)δ2)
.



Since a < 1, Proposition 1 implies that b < a(1 + a),
and hence b < 2a and b < 1 + a. Recall from the proof of
Proposition 1 that at a stable equilibrium we have

δ2 =
2(aq + b(1 − q))

(2 − q)((1 + a)q + b(1 − q))
. (2)

Define function Z(q; a, b) by

Z(q; a, b) :=
(2 − q)((1 + a)q + b(1 − q))

(1 − q)(2 − q + aq + b(1 − q))
.

Substituting (2), it can be verified that q

(1−q)(1−(1−q)δ2)
=

Z(q; a, b). It therefore suffices to show that b ≤ Z(q; a, b) at
all stable internal equilibria.

We first claim that Z(q; a, b) is monotonic non-decreasing
as a function of q. This follows immediately from the fol-
lowing expression for the derivative of Z with respect to q,

∂Z(q; a, b)

∂q
=

q

(1 − q)2
+

4a − 2b

(2 − q + aq + b(1 − q))2
,

which is non-negative since b < 2a. Let q∗min denote the min-
imal q at which a stable equilibrium occurs, over all possible
choices of δ. Since Z(q; a, b) is non-decreasing in q, it is
sufficient to show that b ≤ Z(a, b, q∗min).

We next derive an expression for q∗min. Recall from the
proof of Proposition 1 that function δ∗(q; a, b), which re-
lates δ to q at equilibrium, is concave and single-peaked in
the range (0, 1). Furthermore, whenever there exist 0 < q <
q < 1 such that δ = δ∗(q; a, b) = δ∗(q; a, b), q is a stable
equilibrium and q is not. We conclude that q∗min is precisely
the value of q at which function δ∗(q; a, b) achieves its min-

imum on [0, 1]. Solving ∂δ∗(q;a,b)
∂q

= 0 for q, we obtain the
pair of solutions

q =
−b ±

√

b(2a−b)
1+a−b

a − b
.

Write r(a, b) :=
√

b(2a−b)
1+a−b

. Using the facts that a < 1 and

b < a(1 + a), it is a simple exercise to show that −b+r(a,b)
a−b

∈
[0, 1] and −b−r(a,b)

a−b
6∈ [0, 1]. We conclude that

q∗min =
−b + r(a, b)

a − b
.

Substition and simplification then yields

Z(q∗min; a, b) =
b(2(1 + a) − b)2

L(a, b)

where

L(a, b) = 2(1 + a)2r(a, b)

− (1 + a)b(2(1 − a) + r(a, b))

+ b2(r(a, b) − (1 + a))

Thus, to show that b < Z(q∗min; a, b), it suffices to show

(2(1 + a) − b)2 > 4(1 + a)2
(

r(a, b)

2

)

− 4(1 + a)b

(

2(1 − a) + r(a, b)

4

)

+ b2(r(a, b) − (1 + a)).

(3)

We will derive (3) with the help of the following claim:

Claim: For all a < 1 and b < a(1 + a), it must be that
r(a, b) < 2 and r(a, b) < 1 + a.

To prove the claim, we note that for fixed a, r(a, b) attains
its maximum at b = 1 + a ±

√
1 − a2. Since b < 1 + a, the

admissible solution is b = 1 + a −
√

1 − a2, which yields

r(a, b) =
√

2 − 2
√

1 − a2 < 2
√

a. But 2
√

a < 2 since a < 1,
and moreover 2

√
a < 1 + a by considering the fact that

(1 − √
a)2 ≥ 0. Thus r(a, b) < 2 and r(a, b) < 1 + a as

required, completing the proof of the claim.

Our claim immediately implies that r(a,b)
2

< 1, r(a, b) −
(1 + a) < 1, and 2(1−a)+r(a,b)

4
∈ (0, 1). Taking

λ = max

{

r(a, b)

2
, r(a, b) − (1 + a),

2(1 − a) + r(a, b)

4

}

,

we conclude that

4(1 + a)2
(

r(a, b)

2

)

− 4(1 + a)b

(

2(1 − a) + r(a, b)

4

)

+ b2(r(a, b) − (1 + a))

≤ 4(1 + a)2λ − 4(1 + a)bλ + b2λ

= λ(2(1 + a) − b)2

< (2(1 + a) − b)2

which is (3), completing the proof of Proposition 5.

Finally, we note that Proposition 5 fails to hold when we
remove the assumption that a < 1. Indeed, for any given
a > 1, there exists a stable equilibrium at which rational
cooperators would choose to reject in-links. This follows
from the observation that, when a > 1, a stable equilibrium
exists for any b < 2 and δ < 1; however, as b → 2 and δ → 1,
the value of q for this equilibrium becomes arbitrarily small.
The quantity q

(1−q)(1−(1−q)δ2)
from Proposition 4 can then

be made arbitrarily close to 1, and hence less than b. For
example, if we choose a = 1.9, b = 1.6, and δ = 1− 1

1000
, then

a stable equilibrium occurs at q < 0.3, from which it can be
verified that rC − b ∗ rD < 0, meaning that the expected
utility from accepting an in-link is strictly negative.

In summary, the norm that cooperators accept all in-links
is without loss for rational agents at a stable equilibrium
whenever there are sufficiently many cooperators in the net-
work. If a < 1, it turns out that any stable equilibrium
must have enough cooperators to motivate that acceptance
of in-links. For the case of a > 1, there exist stable equilibria
with arbitrarily few cooperators, and hence there are choices
of parameters for which rational agents would choose not to
accept incoming links.

5. RELATED LITERATURE
There is a large body of work seeking to explain the preva-

lence of cooperation in social networks. One strain of re-
search models the emergence of cooperation through en-
dogenous affects of modeling assumptions whereas the other
looks explicitly at mechanisms, like those of eBay, intro-
duced to enforce cooperation. We discuss each in turn.

5.1 Emergence of Cooperation
The literature on the emergence of cooperation in social

networks centers around the Prisoner’s Dilemma, the bi-



matrix game described in Section 2. In this game coop-
eration is the pareto-efficient outcome, and yet defection is
a dominant strategy. Game theory predicts that agents will
defect in this game, though various experiments and simula-
tions, as well as psychological intuition, indicate that agents
tend to cooperate at least partially (a few representative
works include [5, 28, 30]).

Much work has gone into exploring theoretical models that
explain the prevalance of cooperation in Prisoner’s Dilemma
games. We briefly outline a few approaches here including
repetition with enforcement and the use of “trust”.

When the participants of the game are fixed known in-
dividuals and the game is repeated an infinite or uncertain
number of times, the Folk Theorem of the repeated game lit-
erature shows that any mutually beneficial payoff structure
can be sustained in equilibrium through personal enforce-
ment with the use of threats [1, 4, 14, 15, 17, 33]. For exam-
ple, players can agree to cooperate with the understanding
that, should either defect, the opponent will punish the de-
viator by defecting forevermore. A variety of extensions dis-
cuss how to sustain cooperation with n-player games, finite-
horizon games with incomplete information, and games with
imperfect observations [17, 16, 27], all for settings in which
the opponents are fixed and known throughout time.

When Prisoner’s Dilemma is played in a large popula-
tion, people tend to play games with different opponents
over time and personal enforcement threats become impos-
sible to enforce. In fact, players may not even know each
others’ names. Nonetheless, full cooperation can still be sus-
tained through the use of community enforcement [12, 19,
25, 29]. Here, if an agent defects against an opponent, then
the opponent starts defecting, initiating a cascade of defect
actions and giving rise to a defect contagion which eventu-
ally punishes the original deviator. The threat of this defect
contagion sustains cooperation in the society as a whole.
When anonymity is due to the use of pseudonyms that can
be changed, an alternative approach to community enforce-
ment is to penalize all new players for a short number of
rounds. This builds a level of trust in agents by forcing
them to “pay their dues” [13]. This penalty de-incentivizes
agents from taking new pseudonyms, at the cost of reduced
efficiency in interactions with new participants.

When agents have choice in their partners or in the length
of the relationship, new insights arise [9, 18, 26, 34]. In de-
veloping long-term relationships, agents have the opportu-
nity to gradually build trust with their partners. This trust
becomes an asset, and the threat of losing it causes agents
to cooperate. This cooperation is achieved without informa-
tion flow (i.e., no public reputation), and without relying on
contagious defect strategies which require small populations
and are sensitive to occasional byzantine defection.

In contrast to the above work, our mechanism for sustain-
ing cooperation can be identified with social capital (taken
to mean an agent’s network of partners, see [35] for a sur-
vey of various definitions of social capital and their implica-
tions). Here, the reason to cooperate comes from the fact
that, through cooperation, one can gradually build up a so-
cial network of other cooperators. Ours is one of the first
models that proposes social capital as a justification for co-
operation in Prisoner’s Dilemma games.6 Also, ours is the

6See [] and included references for notable exceptions; here
social capital refers to the size of an agent’s“club”and comes
at a cost that grows as the social capital grows.

first fully theoretical model that justifies co-existence of co-
operation and defection strategies.7

5.2 Reputation Mechanisms
In practice, especially in online social network settings,

cooperation is often aided by the introduction of explicit
reputation mechanisms (see [10] for a survey or [31] for a
short exposition). These mechanisms come in several fla-
vors (see [] for a discussion of some of these mechanisms and
related empirical studies). Many of those deployed in prac-
tice, like that of eBay, use a simple binary or ternary rating
scheme. Such schemes have been shown to be highly effective
experimentally and theoretically despite their tremendous
simplicity [32, 11]. Nonetheless, they suffer from a variety
of drawbacks, including barrier-to-entry, issues with illicit-
ing feedback (especially negative feedback), and difficulties
ensuring honest reports [31]. Some of these issues can be
circumvented through the use of clever mechanism design.
Several authors consider inducing incentive-compatible rep-
utation mechanisms by introducing payments or consider-
ing repeated interactions [20, 21, 22, 23]. Other mecha-
nisms have been proposed as well, based on the structure
of interactions or decentralized gossip protocols [6, 24]. The
design of such robust recommendation systems is impeded
in settings such as ours where agents can create multiple
pseudonyms (i.e. sybils), though the use of asymmetry in
ranking functions can help to offset this issue [8].

An alternate approach to studying reputation systems is
to define a set of desired outcomes and then derive the
mechanisms that satisfy these. This so-called axiomatic ap-
proach, borrowed from the social choice literature, has been
used to successfully explain the prevelance of certain rep-
utation mechanisms like PageRank and trust-based recom-
mendation systems [2, 3, 36].

6. CONCLUSION
In this extended abstract we developed a model for in-

teraction in a dynamic anonymous network We found that
for many parameter settings, if we assume that agents are
trusting then it follows that agents are consistent at equilib-
rium, and vice-versa. Furthermore, there are stable equilib-
ria supporting either full cooperation or some combination
of cooperation and defection. Our model predicts that, for
some ranges of parameters, the presence of non-cooperative
behaviour in an anonymous system is unavoidable. The ex-
istence of non-cooperative agents in the system causes co-
operative players to value their social capital, which in turn
keeps them from deviating. This is in contrast to other mod-
els in which only the all-cooperate equilibrium is stable.

Our model of network formation leads to a simple network
structure, as partnerships are chosen uniformly at random.
We note, however, that our conclusions are qualitatively un-
changed if we extend the network formation model to include
variations, such as preferential attachment. In this way, our
model can be made compatible with social networks that
support properties such as low diameter and exponential
degree distribution. A more complete exploration of these
settings is left as an open problem.

7A related work [7] describes a model with partial analyti-
cal results and simulation results in which cooperation and
defection co-exist. Their model differs from ours in that
agents are boundedly rational, and their model gives rise to
a continuum of equilibria.



Another direction of future study is to explore the range
of agent behaviour when Proposition 2 does not hold, and
otherwise cooperative players would allow themselves to de-
viate under certain circumstances. There may be equilibria
in which such“rob the bank”strategies interact in interesting
ways. More generally, we feel that further research into the
interplay between agent interaction and network formation
will lead to a better understanding of the overall dynamics
of social networks.
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